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http://www.epj.org
http://dx.doi.org/10.1140/epjd/e2014-50088-4


Eur. Phys. J. D (2014) 68: 166
DOI: 10.1140/epjd/e2014-50088-4

Regular Article

THE EUROPEAN
PHYSICAL JOURNAL D

Monte Carlo analysis of ionization effects on spatiotemporal
electron swarm development�

Saša Dujko1,a, Zoran M. Raspopović1, Ronald D. White2, Toshiaki Makabe3, and Zoran Lj. Petrović1

1 Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
2 ARC Centre for Antimatter-Matter Studies, School of Engineering and Physical Sciences, James Cook University,

4810 Townsville, Australia
3 Department of Electronics and Electrical Engineering, Keio University, 3-14-1 Hiyoshi, Yokohama 223-8522, Japan

Received 31 January 2014 / Received in final form 13 March 2014
Published online 27 June 2014 – c© EDP Sciences, Società Italiana di Fisica, Springer-Verlag 2014

Abstract. The explicit impact of ionization dynamics on the non-hydrodynamic spatiotemporal develop-
ment of electron swarms in gases under the influence of an electric field is considered using a Monte Carlo
simulation technique. The existence and decay of spatially periodic structures in the electron energy distri-
bution function and electron density profiles are observed. The sensitivity of the transient and steady-state
phases of the development of the electron energy distribution function to post-ionization energy partition-
ing is studied by comparison of three ionization energy partitioning regimes for the ionization model of
Lucas and Saelee.

1 Introduction

Knowledge of the spatiotemporal development of the en-
ergy distribution function (EDF) is of intrinsic interest
from a fundamental physics viewpoint. Periodic struc-
tures in gaseous electronics have been known for the
last 150 years [1,2] and are fundamental to the op-
eration and interpretation of the well known Franck-
Hertz experiment [3–7] that laid the foundations for
quantum mechanics. In recent times such studies have
been chiefly motivated by numerous applications of non-
equilibrium low-temperature plasmas, particularly in the
neighborhood of sources and boundaries [8,9].

The first important steps in kinetic studies of the
spatiotemporal development of electrons were made
by Goedheer and Meijer [10] and by Mahmoud and
Yousfi [11]. While Goedheer and Meijer were concerned
with the spatiotemporal description of the electron kinet-
ics in a one-dimensional radio-frequency discharge plasma
between plane electrodes, Mahmoud and Yousfi were fo-
cused on the spatiotemporal variation of the electron dis-
tribution function and the associated swarm parameters
under conditions of Townsend discharges. Using a two-
term expansion of the EDF in Legendre polynomials,
Loffhagen and Winkler solved the Boltzmann equation
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with the aim of understanding the spatiotemporal relax-
ation of electrons under the influence of spatially homoge-
neous electric field in the column-anode plasma of a glow
discharge in krypton [12]. The same approach was used by
Winkler and co-workers to investigate the spatiotemporal
response to a cathode-sided disturbance of electrons in the
column-anode region of a glow discharge in neon [13]. The
spatiotemporal relaxation of electrons in spatially inhomo-
geneous column-anode plasma regions of glow discharges
in argon between plane electrodes has been analyzed in a
combined Boltzmann equation-Monte Carlo study [14,15].
Spatial patterns specific to periodic energy gain (from the
field) and loss (due to inelastic collisions) of the drifting
electrons have appeared at the cathode side in the pro-
files of the energy distribution function. Almost identical
spatiotemporal patterns of the EDF are observed in this
paper indicating that non-local response of the electrons
in the progression of the relaxation processes is essentially
controlled by the elastic and inelastic collisions which play
markedly different roles. The progress of the electron ki-
netics in spatial and spatiotemporal plasma structures has
been reviewed by Winkler et al. [13,16], Dujko et al. [8]
and Donko [15].

A separate line of studies perhaps best related to the
Holst-Oosterhuis layers of spatial profile of emission [1]
has been observed in a number of swarm experiments es-
pecially at moderate and high E/n0. These include stud-
ies of excitation profiles both experimental and simu-
lated [17], normalization of the cross sections based on
these profiles and real time of flight experiments with
spatial observation of emission [18,19].
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Progress towards benchmarking of plasma discharge
models [20–24], benchmarking of the charge particle trans-
port modules of such models (kinetic, fluid and Monte
Carlo) is provided by the swarm (free diffusion) limit.
In this regard, much progress has been made over the
last decade and there now exits benchmarks for a vari-
ety of conditions found in plasma discharges including
for d.c. and a.c. electric and magnetic fields as well as
benchmarks for modeling of temporal and spatial non-
locality [13,25–27]. The current work contributes to the
latter. This study is part of our ongoing investigations
of charged particle transport in neutral gases, focused
on the spatiotemporal development of EDF. In previ-
ous studies we have focused on the spatial evolution
of electron swarms under steady-state Townsend condi-
tions [4,7,8,25], ionization [8,28] and more recently includ-
ing the impacts of applied magnetic fields [25,27,29–31].
In this study, we focus on the impact of the dynamics of
ionization on the spatiotemporal evolution of the electron
swarm. More specifically, this study addresses the issue of
how the partitioning of energy between the scattered and
ejected electrons affects the spatial and temporal evolu-
tion of the swarm under the influence of an electric field.
Similar fundamental swarm studies have been performed
for model [32,33] and real gases [34] under steady-state
conditions. Under conditions typical for abnormal glow
discharges, it was shown that the different representations
of the energy sharing in ionization processes lead to differ-
ences in the distribution function and in the macroscopic
properties of the electrons [24].

This paper is organized as follows. In Section 2 we
briefly outline the Monte Carlo technique for simulating
the spatiotemporal swarm evolution including ionization.
In Section 3 we present the results of a systematic study
of spatiotemporal evolution of the swarm for the ioniza-
tion model of Lucas and Saelee [35], which is briefly dis-
cussed in Section 3.1. In Section 3.2 we consider the dy-
namics of the ionization on the steady-state (spatially
averaged) electron distribution function and associated
macroscopic transport coefficients in the hydrodynamic
regime. In Section 3.3, we then extend our considerations
to non-hydrodynamic conditions and simulate the spa-
tiotemporal evolution of the electron distribution function
and associated moments including the electron density. In
Section 3.4 we study the impact of initial conditions on
spatiotemporal electron swarm development, before draw-
ing conclusions from the present investigation in Section 4.

2 Monte Carlo simulation for spatiotemporal
evolution of the swarm

We apply a Monte Carlo simulation code that follows
a large number of particles (typically 106−107) through
a neutral gas under the influence of uniform electric
field [7,21,29]. The code has been systematically tested
and verified [21,36]. At time t = 0, electrons are initially
released from the origin according to the Maxwellian ve-
locity distribution and it is assumed that the charged-

particle swarm develops in an infinite space. We have se-
lected conditions in accordance with some of the stan-
dard benchmarks so our results should converge to the
accepted benchmark calculations for the benchmark cross
sections [8,21].

In order to sample spatially resolved transport param-
eters under hydrodynamic conditions, we have restricted
the space and divided it into cells. Every cell contains
100 spatial points, and these points are used to sample
spatial parameters of the electron swarm. The spatially re-
solved EDF is determined as f (ε, x, t) = ΔN/ (NΔεΔx),
where N is the number of particles between x and x+Δx
at time t, while ΔN is the number of particles with energy
ε + Δε in a spatial cell x + Δx. We note that we have the
defined the normalization of the EDF such that:∫

f(ε, x, t)dε =
∫

ΔN

NΔεΔx
dε = n(x, t), (1)

where n(x, t) is the number density of electrons at a po-
sition x at time t. Spatially resolved transport properties
are defined through appropriate sampling e.g. the spatially
resolved averaged energy is given by:

〈ε〉 =
1

n(x, t)

∫
εf(ε, x, t)dε. (2)

For further details on sampling of spatially resolved MC
simulation, the reader is referred to [8] and the treatment
of ionization is described in [29].

3 Results and discussion

3.1 The Lucas-Saelee ionization model

In this work we consider the Lucas-Salee ionization
model [35]. This model has been extensively investigated
with the aim of identifying the importance of treating ion-
ization as a true non-conservative process (rather than just
an inelastic process) and to understand the sensitivity of
electron transport to the partitioning of the available en-
ergy between the scattered and ejected electrons. The de-
tails of the benchmark model of Lucas and Saelee are [35]:

σel(ε) = 4ε−1/2 Å
2

(elastic cross section)

σex(ε) =
{

0.1(1− F )(ε −15.6) Å
2
, ε ≥ 15.6 eV (inelastic)

0, ε < 15.6 eV

σI(ε) =
{

0.1F (ε − 15.6) Å
2
, ε ≥ 15.6 eV (ionization)

0, ε < 15.6 eV

m/m0 = 10−3

E/n0 = 10 Td
T0 = 0 K. (3)

Here ε is defined in units of eV. Elastic and inelastic
scattering is assumed isotropic. The parameter F has
been used previously to test the importance of the non-
conservative nature of ionization. The conservative case
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(a) (b)

(c) (d)

Fig. 1. Impact of the partitioning of energy post ionization on the steady state spatially averaged EDF for electrons in the Lucas-
Saelee model for various applied reduced electric fields.

is considered by setting F = 0, while the true non-
conservative treatment is considered by setting 100% ion-
ization F = 1. For ionization our treatment assumes the
zeroth order truncation in the mass ratio m/m0, and we
must then define how the available energy is partitioned
between the scattered and ejected electrons. We consider
three specific cases:

– Δ = afep: all fractions of the distribution of the en-
ergy available after the ionization process are equally
probable,

– Δ = 1: all energy available after the ionization process
is give to either the scattered or ejected electron,

– Δ = 0.5: all energy available after the ionization pro-
cess is split evenly between the scattered or ejected
electrons.

Transport properties are a function of the reduced elec-
tric field E/n0 (where n0 is the gas number density and is
set to 3.54 × 1022 m−3, which corresponds to the pres-
sure of 1 torr at 273 K) which are expressed in units
of Townsend (1 Td = 10−21 V m2). Our code has been
benchmarked against independent Boltzmann equation
solutions under steady state hydrodynamic [36,37], tem-
porally hydrodynamic [38,39] and steady-state Townsend
conditions [8,25].

We begin our investigations by understanding the vari-
ation of the EDF and associated hydrodynamic transport
coefficients in Section 3.2. In Section 3.3 we then focus on
the impact of ionization energy partitioning on the non-
hydrodynamic evolution of the electron swarm.

3.2 Steady-state spatially-averaged EDF
and hydrodynamic transport properties

In this section we consider the variation of the steady
state spatially-averaged EDF as a function of applied elec-
tric field, and assess the importance of the partitioning
of energy post ionization under hydrodynamic conditions.
The spatially averaged steady state EDFs are calculated
for the three different non-conservative ionization mod-
els (F = 1) and displayed in Figure 1. At low fields, the
fraction of electrons available for ionization is quite low,
and consequently the impact of energy partitioning on the
distribution function at low fields is quite small. As we
increase the field, the fraction of electrons available for
ionization is increased and the impact of energy parti-
tioning becomes distinct. For the Δ = 1 case, where all
energy goes to one of the electrons while the other has
zero energy, the impact on the EDF is quite pronounced
through a spike (and maximum) around zero energy. For
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(a) (b)

(c) (d)

Fig. 2. Impact of the partitioning of energy post ionization on the steady-state hydrodynamic transport properties in the Lucas-
Saelee model for various applied reduced electric fields.

the other two-cases Δ = 0.5 and Δ = afep, the impact
is less dramatic. At low fields, the differences between the
resulting steady-state EDFs for these two cases are quite
small, however as the field increases the differences become
more pronounced with the peak in the Δ = afep distri-
bution appearing at increasingly lower energies relative to
the peak in the Δ = 0.5 distribution. For the Δ = 0.5 case,
on the average the scattered and ejected electrons will be
in the elastic scattering regime allowing an easier increase
in their energy. For the Δ = afep case there is the pos-
sibility that some electrons will be scattered/ejected into
the inelastic region and be subsequently scattered inelas-
tically to low energies. The differences in the Δ = 0.5 and
Δ = afep distributions then follow. We should emphasize
that it is not a result of the number of ionization events – it
is not until we get to quite high fields (>100 Td) that there
is any appreciable variation in the tail of the distribution
and hence ionization rates. The variations in the bulk of
the distribution function can however manifest themselves
in the macroscopic transport coefficients.

The macroscopic manifestations of the variation of the
energy distribution function with the partitioning of the
post ionization energy are displayed in Figure 2 where we
present the mean energy, bulk and flux drift velocities, as

well as the diffusion coefficients parallel n0DL and trans-
verse n0DT to the electric field. The mean energy and
flux drift velocity and diffusion coefficients are evaluated
as weighted averages over the distribution functions. The
bulk coefficients are calculated as spatial averages and the
reader is referred to [21] for details of the calculation using
MC simulation techniques.

At low fields, transport properties are essentially inde-
pendent of how the post collision energy is treated due to
the low rates of ionization. As we move to higher fields,
however, the significant dependencies are increasingly ex-
hibited. For the mean energy, we observe that all F = 1
profiles are lower than ionization is treated as an inelastic
only F = 0. This is well-known ionization cooling that re-
sults from the energy sharing between the scattered and
ejected electrons. For the F = 1 case, the mean energy is
always the lowest for the case Δ = 1, while equal sharing
Δ = 0.5 produces the highest mean energies. This follows
directly from the above discussion of the variations of the
EDF with Δ.

The bulk transport coefficients show less sensitivity
to how the energy is partitioned after the collision. In
addition to the implicit variation associated with the
flux quantities, there is an explicit contribution that is
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Fig. 3. Spatially resolved EDFs as a function of the ionization parameter F for the instants of time 0.2 μs (first row), 1 μs
(second row), and 2 μs (third row) as well as for 5 μs (fourth row). In the first column we show the results for F = 0 (conservative
case), while in the second, third and fourth columns we show EDFs for random energy partitioning Δ = afep, equal energy
partitioning Δ = 0.5 and zero progeny energy Δ = 1, respectively, within the F = 1 (non-conservative case) ionization model.

dependent on how the electrons are generated throughout
the swarm. This is related to how the average energy of the
electrons vary throughout the swarm, and the variation of
the explicit contributions with ionization partitioning ap-
pears minimal with the primary impact being on the flux
contributions.

3.3 Non-hydrodynamic EDF

In this section we study the transient evolution of the
spatially resolved EDF and transport properties. In Fig-
ure 3 we display the temporal variation of the spatially
resolved EDFs for conservative (F = 0) and the three

different non-conservative ionization (F = 1) models. In
Figure 4 we present the temporal evolution of the spa-
tially resolved electron density and average energy (inte-
grals and weighted integrals over energy space) for the
same conditions and instants in time. In each case, the
electrons at time t = 0 are released isotropically from a
Maxwellian velocity distribution with an energy spread of
0.1 eV. The electrons are then followed in both config-
uration and energy spaces under the action of a reduced
electric field of 27 Td. While standard Lucas Saelee model
uses 10 Td we use 27 Td to enhance the ionization rate
and subsequent effects. The electron swarm is released
from the origin and as electric field is oriented to the
right, the swarm develops to the left. Due to differences
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Fig. 4. Spatially resolved average energy (black) and number density (blue) profiles as a function of the ionization parameter F
for the instants of time 0.2 μs (first row), 1 μs (second row), and 2 μs (third row) as well as for 5 μs (fourth row). In the first
column we show the results for F = 0 (conservative case), while in the second, third and fourth columns we show EDFs for
random energy partitioning Δ = afep, equal energy partitioning Δ = 0.5 and zero progeny energy Δ = 1, respectively, within
the F = 1 (non-conservative case) ionization model.

in the bulk drift velocities between the conservative and
non-conservative models (see Fig. 2), the swarms reach
different positions in the same time. In what follows, we
consider initially the conservative case and then focus on
the explicit impact of ionization and the sharing of post-
collision energy on their evolution of the EDF.

3.3.1 Conservative case (F = 0): ionization treated
as an inelastic process

For the conservative case (F = 0) the gas model is reduced
to elastic and excitation cross sections and no ionization
occurs while for non-conservative case (F = 1) the gas
model consists of elastic and ionization cross sections and
no excitation occurs. In both models the cross sections
and thresholds for excitation and ionization have the same
magnitude. For the conservative model F = 0, we observe
that the EDF at any given time is essentially localized
to a “pulse” in configuration space, the displacement and

width of which increases as time evolves. Interestingly, we
note the presence of highly localized beam-like structures
in configuration-energy space within the EDF pulse. The
origin of such structures is quite simple – the acceleration
of electrons by the field to higher energies followed by
an inelastic collision where the electron loses the thresh-
old energy (the same physics evidenced in the original
Franck-Hertz experiment). For a fixed position we observe
that the EDF displays localized peaks in the energy space.
These localized peaks are similar in shape/width and re-
flect the assumed initial energy distribution. The energy
gap between the peaks in energy space reflects the thresh-
old energy for the inelastic process. Lack of spread of the
peaks in energy space reflects the weakness of elastic col-
lisions in this model for exchanging energy. Likewise, for a
fixed energy, the EDF displays localized peaks in configu-
ration space. The spatial separation between peaks repre-
sents the distance required for the swarm to gain energy
from the field equivalent to the threshold energy from the
field. The number of spatial oscillations increases in time
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reflecting the increase in the width of the “pulse”. These
spatial oscillations within the pulse exist for long times
(much longer than the mean free time between collisions)
under conservative conditions due again to the weakness
in the elastic collisional processes in this model. This be-
havior is distinctly non-hydrodynamic. At sufficiently long
times, the wavelength of the spatial oscillations is much
less than the spatial extent of the EDF and a continuous
profile that is essentially Gaussian in configuration space
prevails. The swarm has evolved into the hydrodynamic
regime.

Integration of the EDF over energy space yields the
spatially resolved density profiles shown in Figure 4. At
early times we observe spatial structure in the density of
electrons within the pulse, the envelope of which is dis-
tinctly non-symmetric and non-Gaussian. As the swarm
evolves further in time, the amplitude of the spatial oscil-
lations is reduced and the envelope approaches a Gaussian.
Eventually (not shown here), these oscillations merge and
the standard Gaussian shaped density profile is retained.
We also note similar periodic structures in the spatial de-
pendence of the average energy shown in Figure 4. The
“saw-tooth” profiles at early times reflect the energy gain
from the field followed by inelastic threshold energy loss.
The amplitude of the oscillations reduce in both space and
time. As expected, the density and average energy oscil-
lation are spatially anti-phase. On spatial locations where
the local energy of electrons is minimal, the electrons stay
longer comparing to locations where their energy is higher.
This situation is a reminisce of the pendulum. The aver-
age energy is shown to increase on the average through
the swarm in the direction of the drift, consistent with
previous studies [40–42].

3.3.2 Non-conservative cases (F = 1): impact of energy
partitioning post ionization

When ionization is included explicitly F = 1, rather than
as an inelastic process F = 0 as considered above, we
observe in Figure 3 (columns 2 to 4) that EDF has a
dramatically different spatiotemporal evolution. Ignoring
any differences in the temporal evolution of the spatial
envelope of the EDF in the first instance), the beam-like
structures in the EDF are significantly modified through
the ionization, since the scattered and ejected electrons
now populate the low-energy part of the spatially resolved
EDF. The distribution of the post-ionization energy to
these electrons necessarily modifies where they appear in
the EDF and these are reflected in Figure 3 as discussed
below.

For early times (see the 0.2 μs profiles), we observe
that the first beam in each of the different F = 1 EDF
profiles are the same as the F = 0 profiles, reflecting the
absence of ionization for electrons within that beam. Once
the ionization processes are operative, we observe an in-
crease in the widths of the EDF beams in configuration
and energy space. The EDF transitions from a beam to
a spatially periodic structure as electrons travel further

from the source and suffer more ionization. The wave-
length of the periodic structures are slightly modified from
the conservative case, but in general reflect the dominant
15.6 eV threshold energy loss channel (ignoring the elas-
tic energy exchanges which are approximately 3−4 orders
of magnitude smaller). When ionization is considered ex-
plicitly, the range of energy loss units is no longer fixed.
The scattered electron loses energy in units of the thresh-
old plus another loss contribution dependent on how the
energy is partitioned post-ionization. The ejected electron
appears in a certain part of the EDF dependent on how
the post-ionization energy is partitioned. Furthermore, the
scattered and ejected electrons now require different dis-
tances to reach the threshold energy. Consequently the
width of the beams in the EDF are then increased as the
swarm evolves in space and time and the periodic beam
like structures in the EDF transition to periodic structures
and then eventually disappear. Interestingly, the Δ = 0.5
case still preserves its beam-like nature for a longer time
than the other partitioning schemes. This is likely a reflec-
tion of the equal distances required by the scattered and
ejected electrons to reach the threshold energy. At longer
times than 5 μs, the EDF and electron density for all ion-
ization models displays no evidence of period structures
within the pulse. This contrasts the situation for the in-
elastic case F = 0, where periodic beam-like structures
still exist.

In Figure 4 we display the impact of the ionization
model on the spatiotemporal evolution of the electron
number density. Much of the physics in these plots is de-
tailed in the above discussions of the EDFs. The spatial
oscillations in the density profiles are damped out most
quickly in the Δ = 1 case. For those cases where spatial
oscillations exist in the density profiles, we observe that
they have a higher amplitude at the back of the swarm
than the front. This is evidence that those at the front
of the swarm have undergone more ionization on aver-
age than those at the back. Similar amplitude variations
through the swarm are observed in the average energy
plots and follow from the physics discussed in Section 3.2.

3.4 Impact of initial conditions

To illustrate the impact of initial conditions on the spa-
tiotemporal electron swarm development, in Figure 5 we
display the temporal variation of the spatially resolved
EDFs for the conservative model (F = 0). Calculations
are performed assuming the Maxwellian velocity distri-
bution with varying initial mean starting energies ranging
from 0 to 10 eV. The beam-like nature of the EDFs for the
low mean starting energies have been detailed above. For
higher mean starting energies (e.g. for 5 and/or 10 eV),
however, the beam like nature is no longer present. The
initial energy distributions are broad, and are such that
the inelastic channel is essentially now open from the start.
The EDF is hence much more spread in configuration-
energy space, although the influence of inelastic collisions
are clearly visible with the presence of periodic structures
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Fig. 5. Spatially resolved EDFs as a function of the mean starting energy for the instants of time 0.1 μs (first row), 0.5 μs
(second row), and 0.7 μs (third row). Calculations are performed for the conservative F = 0 model. The mean starting energies
are indicated in the upper right corner of individual figures. The horizontal axes are x axes and labels are x (m).

in the profiles. These examples clearly demonstrate the in-
fluence and importance of the mean initial energy on the
spatiotemporal development.

4 Concluding remarks

In this work, we have considered the spatiotemporal evo-
lution of a pulse of electrons in a gas under the action
of a spatially homogeneous electric field. The study has
shown the existence of transient spatially periodic struc-
tures within both the EDF of the electron swarm and
the electron density pulse. The decay of these spatially
periodic structures was found to be dependent on how
the energy is partitioned between the ejected and scat-
tered electrons post-ionization. The study highlights the
importance of treating ionization in the correct way (as
a non-conservative collisional process rather than as an-
other inelastic process) even for determination of the spa-
tiotemporal evolution of the EDF and associated swarm
transport properties.

We should highlight that the spatial structures ob-
served for the model system considered here have been

detected in a number of realistic gases [7,12–16,25,29].
The effects of energy-sharing during ionization processes
demonstrated in this study will affect the development
of these spatiotemporal structures for different conditions
for real gases. The presence of numerous inelastic pro-
cesses present in real gases, which are equally important
in the energy balance, would however generally make the
effects and spatial structures shown in this study less
pronounced.

This work was supported by MNRS Projects ON171037 and
III41011, and Australian Research Council.
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245205 (2008)

9. P. Nicoletopoulos, R.E. Robson, Phys. Rev. Lett. 100,
124502 (2008)

10. W.J. Goedheer, P.M. Meijer, J. Nucl. Mater. 200, 282
(1993)

11. M.O.M. Mahmoud, M. Yousfi, J. Appl. Phys. 81, 5935
(1997)

12. D. Loffhagen, R. Winkler, J. Phys. D 34, 1355 (2001)
13. R. Winkler, D. Loffhagen, F. Sigeneger, Appl. Surf. Sci.

192, 50 (2002)
14. D. Loffhagen, R. Winkler, Z. Donkó, Eur. Phys. J. Appl.
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27. Z.M. Raspopović, S. Dujko, R.D. White, Z.Lj. Petrović,
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